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Abstract

The generalized maximum
correntropy criterion (GMCC)
has been widely applied for
robust adaptive filtering (AF)
algorithm. The gradient-based
GMCC (GB-GMCC) algorithm | u(1) | u(2) | === QuG-WHI)| - (u(i-K+1)
realizes good filtering

Methods Conclusion

For RDR-GMCC, we have analyzed the computational complexity and mean-square convergence
condition. Simulation results for system identification validate that, compared with existing
; algorithms, RDR-GMCC algorithm can achieve better filtering accuracy and faster convergence rate.
L In addition, we have conducted some experiments studying the influence of crucial parameters, i.e.,
> K and W, on the filtering performance of RDR-GMCC. And, we have found that, when W>>K, some
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large K value can obviously enhance the filtering performance of RDR-GMCC.
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System identification
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